
16.2. What is the Singular-Value Decomposition 124

16.2 What is the Singular-Value Decomposition

T S-V D,  SVD  ,      
              
. F          SVD  -   
    .

A = U · Σ · V T (16.1)

W A    n ×m      , U   m ×m , Σ
    G  )   m× n  ,  V T   V
   n× n   T   .

T S V D      .

— P 371, Introduction to Linear Algebra, 2016.

T     Σ           
A. T    U     -   A,   
 V    -   A. T SVD     
. W         . E    
  ,        
              
.

T    (SVD)       ,
     . T SVD      
       . H,  SVD  
 .

— P 44-45, Deep Learning, 2016.

T SVD           ,   
,          . SVD      
  ,  ,   .

T    (SVD)     ,
 ,   . A  SVD     
    X- ...

— P 297, No Bullshit Guide To Linear Algebra, 2017.

16.3 Calculate Singular-Value Decomposition

T SVD       svd() . T     
  U, Σ  V T . T Σ         
. T V       , .. V T . T    
3× 2     - .
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# singular-value decomposition

from numpy import array

from scipy.linalg import svd

# define a matrix

A = array([

[1, 2],

[3, 4],

[5, 6]])

print(A)

# factorize

U, s, V = svd(A)

print(U)

print(s)

print(V)

L 16.1: E    - .

R       3×2 ,   3×3 U , 2 
Σ ,  2× 2 V T      .

[[1 2]

[3 4]

[5 6]]

[[-0.2298477 0.88346102 0.40824829]

[-0.52474482 0.24078249 -0.81649658]

[-0.81964194 -0.40189603 0.40824829]]

[ 9.52551809 0.51430058]

[[-0.61962948 -0.78489445]

[-0.78489445 0.61962948]]

L 16.2: S     - .

16.4 Reconstruct Matrix

T        U , Σ,  V T . T U , s,  V
    svd()    . T s    
      diag() . B ,      
   m × m,     . T       
         ,       
          . A    Σ
 ,           n×m    
,  :

U(m×m) · Σ(m×m) · V T (n× n) (16.2)

W,  ,  :

U(m×m) · Σ(m× n) · V T (n× n) (16.3)
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W        Σ        m× n (.. 
)     n×n          
 diag().

# reconstruct rectangular matrix from svd

from numpy import array

from numpy import diag

from numpy import zeros

from scipy.linalg import svd

# define matrix

A = array([

[1, 2],

[3, 4],

[5, 6]])

print(A)

# factorize

U, s, V = svd(A)

# create m x n Sigma matrix

Sigma = zeros((A.shape[0], A.shape[1]))

# populate Sigma with n x n diagonal matrix

Sigma[:A.shape[1], :A.shape[1]] = diag(s)

# reconstruct matrix

B = U.dot(Sigma.dot(V))

print(B)

L 16.3: E        SVD.

R       ,     
 SVD .

[[1 2]

[3 4]

[5 6]]

[[ 1. 2.]

[ 3. 4.]

[ 5. 6.]]

L 16.4: S         SVD.

T     Σ        m  n 
 . T           , 
.

# reconstruct square matrix from svd

from numpy import array

from numpy import diag

from scipy.linalg import svd

# define matrix

A = array([

[1, 2, 3],

[4, 5, 6],

[7, 8, 9]])

print(A)

# factorize

U, s, V = svd(A)

# create n x n Sigma matrix
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Sigma = diag(s)

# reconstruct matrix

B = U.dot(Sigma.dot(V))

print(B)

L 16.5: E        SVD.

R      3× 3      
  SVD .

[[1 2 3]

[4 5 6]

[7 8 9]]

[[ 1. 2. 3.]

[ 4. 5. 6.]

[ 7. 8. 9.]]

L 16.6: S         SVD.

16.5 Pseudoinverse

T             
          . I     M-P
I          G I.

M          . [...] W A 
   ,        
      .

— P 46, Deep Learning, 2016.

T     A+,  A         +  
. T          A:

A+ = V ·D+ · UT (16.4)

O,    :

A+ = V ·D+ · UT (16.5)

W A+   , D+        Σ  V T 
   V T . W   U  V   SVD .

A = U · Σ · V T (16.6)

T D+          Σ,   
  -   Σ,          .

Σ =



s1,1 0 0
0 s2,2 0
0 0 s3,3


 (16.7)


